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Abstract

The pedagogical promise of Competency-Based Education (CBE) has been historically undermined by pro-
found challenges of scalability, creating an implementation gap between its theoretical merits and practical
application. This paper proposes a testable mechanism model wherein Artificial Intelligence (AI) enables the
scaling of CBE through three interconnected pathways—diagnostic tracking, adaptive supply, and teacher or-
chestration—formalized within a distributed cognition framework. To operationalize this model, this paper in-
troduces novel constructs including the “Adaptive-Autonomy Curve” for systematically cultivating self-regulated
learning in personalized environments, and a “Situated Performance-Based Assessment Pipeline” for authentic,
scalable evaluation of complex skills. The primary contributions of this work are fourfold: first, it provides a
rigorous conceptual taxonomy that delineates CBE from adjacent paradigms such as mastery learning and per-
sonalized learning; second, it advances a set of falsifiable propositions to guide future empirical research; third,
it formalizes the human-AlI pedagogical relationship with operational design principles; and fourth, it presents
an integrated governance and interoperability protocol for the responsible and effective implementation of Al
in competency-based systems.

Keywords competency-based education (CBE); human Al orchestration; adaptive-autonomy curve (self-regulated
learning);situated performance-based assessment; governance & interoperability protocols (shared student model)

1 Introduction

The rapid proliferation and increasing sophistication of Artificial Intelligence (Al), particularly generative models,
have brought global education systems to a critical inflection point.[l] Initial discourse, often reactive, centered on
mitigating threats to academic integrity.m However, a more forward-looking perspective recognizes Al not merely
as a set of tools to be cautiously adopted, but as a catalyst for the fundamental re-architecting of pedagogy, assess-
ment, and institutional design. This moment demands a strategic shift from reactive policy to proactive, visionary
frameworks that harness AI's capabilities to address long-standing, intractable challenges in education. 1

1.1 The Central Problem: The Scalability Paradox of CBE

For decades, educational reformers have championed a transition from the industrial-era, content-transmission model
of schooling to a learner-centric, competency-cultivation paradigm.ll Competency-Based Education (CBE) rep-
resents a leading articulation of this ideal, prioritizing the demonstrated mastery of explicit skills and knowledge
over the accumulation of “seat time”.[2! The pedagogical benefits are well-documented: CBE ensures foundational
knowledge is secure before learners advance, accommodates diverse learning paces, and emphasizes the application
of knowledge in authentic contexts, thereby closing learning gaps and enhancing relevance.[*] Despite these advan-
tages, widespread implementation of CBE has been historically constrained by what can be termed the “scalability
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paradox”: the very elements that make CBE effective—deep personalization, continuous formative assessment, flex-
ible pacing, and differentiated support—impose an exponential cognitive and logistical load on educators.”) In a
traditional classroom, it is practically impossible for a single teacher to simultaneously track the mastery of dozens
of competencies for each of thirty or more students, diagnose individual misconceptions in real time, and provide
tailored instructional resources accordingly. This has relegated true CBE to the margins of mainstream education,
an aspirational goal perpetually hindered by practical barriers to implementation.[g]

1.2 Thesis Statement

This paper posits that Al can resolve the scalability paradox not as a monolithic ‘tool,” but as an orchestrating agent
within a re-architected educational system. We propose a testable mid-range theory detailing the specific mecha-
nisms through which AI enables the core functions of CBE at scale, and we formalize the pedagogical, assessment,
and governance structures required to support this transformation. This transition is not one of technological de-
terminism but of intentional, systemic design. When integrated into a flawed system, Al risks amplifying existing
inequities; however, when implemented as part of a deliberate redesign, it can serve as a powerful catalyst for a more
effective and equitable educational paradigm.m

1.3 Research Gaps and Contributions

This paper addresses critical gaps in the existing literature and makes four primary contributions to the field of
Al in education. First, regarding conceptual clarification, it rectifies the prevalent conceptual ambiguity in the
literature by providing a rigorous taxonomy that delineates CBE from mastery learning, standards-based grading,
and personalized learning, offering a reusable definitional framework for researchers and practitioners. Second,
for mechanistic modeling, it moves beyond descriptive claims by proposing a formal, testable model of how Al
scales CBE through three interconnected pathways, yielding a set of falsifiable propositions to guide future empirical
research. Third, in operationalizing pedagogy, it formalizes the human-Al pedagogical relationship as a distributed
cognitive system and introduces the “Adaptive-Autonomy Curve,” a novel design principle to resolve the inherent
tension between Al-driven personalization and the development of learner self-regulation. Finally, by bridging
assessment and governance, it proposes a concrete “Situated Performance-Based Assessment Pipeline” and a modular
governance framework that maps implementation practices to established international standards (e.g., NIST Al
RMF, ISO 42001), bridging the gap between innovative pedagogy and the practical demands of ethical, scalable
deployment.

2 Conceptual Foundations: A Taxonomy for Learner-Centric Paradigms

To build a rigorous theoretical model, it is first necessary to establish clear and distinct definitions for the foundational
concepts that are often used interchangeably in educational discourse. This section addresses this conceptual ambi-
guity by providing authoritative, operational definitions for Competency-Based Education and its related paradigms.

2.1 Defining Competency-Based Education (CBE)

Drawing from guidance by the U.S. Department of Education and leading consortia, CBE is best understood as
a systemic educational framework. The U.S. Department of Education defines it as an approach that “organizes
academic content according to competencies—what a student knows and can do—rather than following a more
traditional scheme, such as by course”.[*] The central tenet is that student progression is based on demonstrated
mastery of explicit, measurable learning objectives, not on time spent in a classroom.[?! This model makes time the
variable and learning the constant, inverting the traditional structure of education.l’) For the purposes of this paper,
the following operational definition is adopted: CBE is a systemic educational framework where the primary unit
of academic progression is the verified demonstration of a predefined competency. In this model, time is a variable,
while mastery is the constant.

2.2 Delineating Related Constructs

CBE is the overarching system, but its implementation relies on specific strategies, methods, and approaches.
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Mastery Learning, first formally proposed by Benjamin Bloom, is an instructional strategy.[“] Its core principle is
that students must achieve a high level of proficiency (e.g., 90% accuracy) on a prerequisite unit of knowledge before

[12] The process involves a cycle of initial group instruction, followed by a formative

advancing to new material.
assessment. Students who demonstrate mastery proceed to enrichment activities, while those who do not receive
targeted “corrective” instruction and are reassessed until mastery is achieved.!') Mastery learning is thus a specific
pedagogical process for ensuring proficiency within a learning sequence.

Standards-Based Grading (SBG) is an assessment and reporting system designed to communicate student achieve-
ment with greater clarity and accuracy.[m] Unlike traditional grading, which often conflates academic performance
with factors like effort, participation, or homework completion into a single omnibus grade, SBG reports student
performance directly against specific, predefined learning standards or competencies.[lé] Grades are based on a body
of evidence demonstrating proficiency on a standard, not on an average of points from various assignments.“d It is
the method by which mastery is documented and communicated.

Personalized Learning is a broad instructional approach wherein “the pace of learning and the instructional ap-
proach are optimized for the needs of each learner”.l'8] It involves tailoring learning objectives, content, method,
and pace to the individual student’s needs, interests, aspirations, and cultural background.[zo] While often enabled by
technology, personalization is the overarching philosophy of tailoring the educational experience to the individual
learner.[2%]

The term “competency” itself requires precise definition. Moving beyond a simple synonym for “skill,” this pa-
per adopts the robust definition from the Organisation for Economic Co-operation and Development (OECD). A
competency is “more than just knowledge and skills. It involves the ability to meet complex demands, by drawing
on and mobilising psychosocial resources (including skills and attitudes) in a particular context”.?*! Similarly, UN-
ESCO defines competency frameworks as structured inventories of expected behaviors, skills, and attitudes that lead
to successful performance.*) A competency, therefore, is not the isolated ability to perform a task but the integrated
capacity to apply knowledge and skills effectively in complex, real-world situations.

These definitions reveal a nested, hierarchical relationship. CBE is the overarching systemic framework. Within
a CBE system, mastery learning can be the dominant instructional process used to ensure proficiency. The evidence
of that mastery is then documented and communicated through a standards-based grading and reporting method.
Finally, the delivery of instruction to achieve mastery at an individual level is executed through a personalized learning
approach. This clarification is essential, as it allows for a more nuanced analysis of AI’s role. Al does not simply
“enable CBE”; rather, it provides the technological substrate to automate the mastery learning loop, manage the data
infrastructure for SBG, and execute personalization at a scale previously unattainable, all in service of the systemic
goals of CBE. To provide a clear reference for these distinctions, the following table summarizes the core attributes

of each paradigm.

3 A Testable Mechanism Model: Three Pathways to Scaling CBE with Al

To move beyond the descriptive claim that Al is an “engine for CBE,” this section proposes a testable, mid-range
theoretical model. This model articulates three distinct but interconnected pathways through which Al systems can
resolve the “scalability paradox” and enable the core functions of CBE. These pathways are not independent; they are
coupled by a central data architecture—the Shared Student Model—which serves as the dynamic, canonical record of
a learner’s evolving competencies. This model transforms the abstract potential of Al into a set of concrete, falsifiable
mechanisms.

3.1 Diagnostic and Tracking Pathway: The “See” Function

This pathway addresses the fundamental challenge of knowing where each learner is in their journey toward mastery.
In a traditional classroom, this function is a primary source of cognitive overload for the teacher.

The mechanism for this pathway involves Al-powered systems continuously collecting and analyzing fine-
grained trace data from every learner interaction—every mouse click, keystroke, time-on-task, error pattern, and
help-seeking behavior within a digital learning environment.l') This stream of data, which constitutes the core of
learning analytics, is processed by machine learning algorithms to infer the learner’s current state of knowledge
and skill.26] These inferences are used to populate and dynamically update a multidimensional student model, of-
ten represented as a competency map or knowledge graph, which provides a probabilistic estimate of the learner’s
proficiency on each competency in a framework.[28]
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Paradigm

Core Definition

Primary Goal

Unit of Progression

Primary Evidence

Competency-
Based Education
(CBE)

Mastery Learning

Standards-Based
Grading (SBG)

Personalized
Learning

A systemic frame-
work where pro-
gression is  based
on demonstrated
mastery, making
time variable.

An instructional
strategy  requiring
high proficiency on
prerequisite units
before advancing.

An assessment and
reporting system
that communicates
achievement against
specific learning
standards.

An instructional
approach that opti-
mizes pace, method,
and content for each
learner.

Cultivation of trans-
ferable, applicable
capabilities for real-
world contexts.

Ensuring foundational
knowledge is secure
and preventing cumu-
lative learning gaps.

Accurate, transparent,
and equitable commu-
nication of what a stu-
dent knows and can

do.

Maximized learner
engagement, motiva-
tion, and efficiency by
tailoring to individual
needs.

Demonstrated compe-
tency, independent of seat
time.

Mastery of a discrete
instructional unit (e.g.,
>90% on a formative
assessment).

N/A (It is a reporting
method, not a progression
model).

Learner-driven pace
through a  customized
pathway.

A body of evidence, often
including performance on
authentic tasks.

Performance on criterion-
referenced formative as-
sessments.

The most consistent and
recent evidence of profi-
ciency against a standard.

Continuous  data  on
learner progress, engage-
ment, and interaction
patterns.

Evidence for this mechanism comes from its role as the foundational component of Intelligent Tutoring Systems
(ITS), which have been the subject of decades of research. Multiple meta-analyses have established the effectiveness of
ITS, which consistently produce significant learning gains over traditional classroom instruction.?®! Seminal reviews
by Kulik & Fletcher, Koedinger et al., and VanLehn have shown that the real-time cognitive diagnosis provided by
the student model is the critical element driving these positive outcomes.!]

3.2 Adaptive Supply Pathway: The “Respond” Function

Once a diagnosis of the learner’s state is established, the system must provide a targeted pedagogical response. This
pathway automates the differentiation of instruction, a task that is exceptionally time-consuming for human teachers.

The primary mechanism here is the Al system reading from the student model to execute personalized instruc-
tional strategies. This includes adaptive sequencing, where the system alters the learner’s path through the curricu-
lum, presenting remedial content if a knowledge gap is detected or accelerating them to more advanced topics upon
demonstrated mastery.m] It also includes adaptive resource allocation, where algorithms recommend or deliver spe-
cific learning objects (e.g., videos, articles, practice problems) from a large content library that are best suited to
address a specific learning need.!'l Finally, it can involve adaptive assessment, where the difficulty and focus of assess-
ment items are dynamically adjusted based on the learner’s real-time performance to more efhciently and accurately
gauge their proficiency level.[14]

The effectiveness of these adaptive mechanisms is a core finding in the ITS literature. VanLehn’s comprehensive
2011 review, for instance, found that ITS, which rely heavily on adaptive sequencing and feedback, achieve an
effect size (d=0.76) nearly equivalent to that of one-on-one human tutoring (d=0.79), demonstrating the power of
these automated responses.[33] A more recent meta-analysis confirmed that Al-assisted personalized learning has
moderately positive effects on student outcomes, with intelligent feedback and learning path recommendation being
particularly effective components.BS]

3.3 Teacher Orchestration Pathway: The “Amplify” Function

This pathway clarifies a critical aspect of the model: the Al does not replace the human teacher but rather augments
their professional practice, amplifying their expertise and enabling them to focus on high-impact, uniquely human
interactions.
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The mechanism for this pathway involves the Al system aggregating and synthesizing data from the individual
student models of an entire class. It then presents this information to the teacher through intuitive, actionable learn-
ing analytics dashboards.[®! These dashboards do not simply display raw data; they provide pedagogical insights.
They can automatically flag students who are falling behind, identify common misconceptions across a cohort, sug-
gest optimal groupings for collaborative projects based on complementary skill profiles, and provide evidence-based
recommendations for targeted, small-group interventions.[!] The teacher uses these insights to orchestrate the com-
plex social and pedagogical dynamics of the classroom, making data-informed decisions about where to focus their
time and attention.

Evidence for this human-AI collaborative model shows a redefinition of the teacher’s role from a “knowledge
transmitter” to a “learning architect” or “meta-cognitive orchestrator”.l'] While the technology provides the diag-
nostic and analytical heavy lifting, the teacher provides the crucial pedagogical judgment, socio-emotional support,
and motivational guidance that are essential for deep learning.®”) The coherence and efficacy of these three path-
ways depend entirely on their ability to communicate through a common, robust data structure. The Shared Student
Model is this central coupling mechanism. The Diagnostic Pathway continuously writes to this model. The Adaptive
Supply Pathway reads from this model to deliver personalized content to the student. The Teacher Orchestration
Pathway reads from and visualizes this model to provide actionable insights to the teacher. This architecture trans-
forms three separate Al functions into a single, integrated cognitive system and underscores the critical importance
of technical interoperability, which will be discussed in Section 6.

3.4 Testable Propositions

This mechanism model is not merely a conceptual framework; it generates a series of falsifiable hypotheses that can
and should be tested empirically. The following propositions provide a concrete agenda for future research: (H1)
Adaptive sequencing, informed by a dynamic student model, reduces the time required to remediate knowledge
gaps, thereby increasing the rate of competency mastery compared to a fixed curriculum. (H2) The efficacy of
teacher interventions prompted by an Al dashboard is moderated by the teacher’s data literacy; above a certain
literacy threshold, intervention frequency will positively correlate with learning gains for at-risk students. (H3) The
consistency and portability of a shared student model across multiple learning tools will positively correlate with
the student’s ability to transfer learned competencies to novel, cross-domain tasks. (H4) Students whose learning
pathways are governed by an “Adaptive-Autonomy Curve” will demonstrate significantly greater gains on standard
measures of self-regulated learning (SRL) compared to students in a purely adaptive system. (H5) Performance-
based assessments that incorporate process-level trace data (e.g., strategy shifts, error correction latency) will be more
predictive of future transfer performance than assessments based solely on final outcomes. (H6) The implementation
of systematic bias audits and human-in-the-loop (HITL) protocols for high-stakes Al-driven recommendations will
significantly reduce performance gaps between demographic subgroups.

4 Re-architecting Pedagogy for Human-AI Collaboration

The integration of Al into a CBE framework necessitates a fundamental re-architecting of pedagogy. This section
formalizes the collaborative relationship between the student, the human teacher, and the Al system using the theo-
retical lens of distributed cognition. It then introduces a novel design principle—the Adaptive-Autonomy Curve—
to operationalize the balance between Al-driven personalization and the crucial development of learner autonomy.

4.1 A Distributed Cognition Framework

The theory of Distributed Cognition, pioneered by Edwin Hutchins, provides a powerful framework for under-
standing the Al-enabled classroom.['®! This theory posits that cognitive processes are not confined to the mind of
a single individual but are distributed across a system of interacting agents and artifacts.20] In this new educational
ecosystem, the unit of analysis is not the individual learner, teacher, or Al tool, but the integrated cognitive system
composed of all three. This framework allows for a strategic and complementary division of cognitive labor.

The role of the Al system is to manage a scale and complexity of information that is beyond human cognitive
capacity. Thisincludes the real-time tracking oflearning trajectories for every student, the analysis of massive datasets
to identify subtle patterns and misconceptions, the provision of instant, scalable feedback on well-defined tasks, and
the logistical management of thousands of potential learning pathways.m]
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The role of the human teacher, liberated from the cognitive burdens of routine data collection, direct knowl-
edge transmission, and administrative tasks, is elevated to that of a high-level learning architect and orchestrator.[!]
The teacher focuses on the quintessentially human aspects of education: fostering creativity, critical thinking, and
collaboration; providing nuanced, empathetic guidance and socio-emotional support; making complex pedagogical
judgments that synthesize Al-provided data with their own professional wisdom; and designing the overarching
learning experiences and culture of the classroom.[38!

The role of the student is no longer that of a passive recipient of information but an active agent and co-creator
in their learning journey. They interact directly with the Al system (the “intelligent companion”) for personalized
practice and inquiry, collaborate with peers in Al-facilitated environments, and engage with the human teacher for
higher-order mentorship and guidance.m]

This division of labor is visualized in Figure 1, which models the primary information flows within this distributed
cognitive triad. The model highlights the symbiotic relationship where each component performs the tasks for which
it is best suited, creating a cognitive system more powerful than the sum of its parts.

Teacher

Higher-Ordér Inquiry
Mentorshiy & Socio-
Emotiofal Support

Performance
Data & Queries
Student Al System
Adaptive Feed-

back & Content

Figure 1: The Distributed Cognitive Triad in CBE

4.2 The Adaptive-Autonomy Curve: Balancing Personalization and Self-Regulation

A critical tension exists within this new pedagogical model. An overly prescriptive adaptive system, while optimizing
for immediate content mastery, risks undermining the development of Self-Regulated Learning (SRL)—the proactive
process through which students manage their own learning by setting goals, selecting strategies, and monitoring
their progress.[24] SRL is a cornerstone of lifelong learning, and fostering it is a primary goal of education.[*) If the
Al makes all the decisions, the learner may develop a form of cognitive dependency, becoming a passive follower of
an optimized path rather than an autonomous agent of their own learning.!!

To resolve this tension, this paper proposes the Adaptive-Autonomy Curve, a design principle for AIEd systems
based on the concept of scaffolded release of control. The goal is to adapt not only the difhiculty of the content
but also the level of autonomy afforded to the learner, gradually ceding control as the student demonstrates greater
self-regulatory capacity. The system begins with a high degree of structure and scaffolding, with the AI making
most decisions about the learning path. As the student demonstrates both content mastery and behaviors indicative
of SRL, the system progressively increases the learner’s agency. This progression is not linear but follows a curve,
potentially with periods of increased scaffolding if a student begins to struggle in a more autonomous environment.

The system’s decision to release control is not arbitrary but is based on observable proxies for SRL derived
from trace data. Drawing on the extensive literature on measuring SRL, these can include metrics related to plan-
ning/forethought, such as the frequency of accessing learning objective pages, use of in-system goal-setting tools,
and time spent reviewing instructions before starting a task; metrics for performance/monitoring, such as the effec-
tive use of help-seeking features (e.g., using hints progressively vs. immediately revealing the answer), patterns of
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self-correction after errors, and time management across tasks; and indicators of reflection, such as the use of self-
assessment rubrics, frequency of reviewing past performance on dashboards, and annotating or flagging content for
later review.[40]

This principle is visualized in Figure 2. The curve represents a pedagogical strategy for teachers and system
designers to intentionally manage the transition from a highly supported learning environment to one that fosters

independent, lifelong learners.

Task Selection: Al-prescribed sequence
High { Feedback: Immediate, explicit, corrective
Pacing: System-defined pace

Task Selection: Learner chooses from a curated set
Feedback: Delayed or on-demand hints
Pacing: Learner sets weekly goals

Task Selection: Learner defines own project
Feedback: Peer feedback & self-evaluation
Pacing: Learner manages own schedule

Level of Al Scaffolding / System Control

Low 1 ;
Novice Expert

Learner Proﬁciency & Demonstrated SRL

Figure 2: The Adaptive-Autonomy Curve

5 From Tasks to Transfer: Situated and Performance-Based Assessment

The cultivation of deep, transferable competencies, as defined by the OECD, demands an assessment paradigm that
moves beyond measuring knowledge recall to evaluating the application of skills in complex contexts.[2?) Traditional
scalable assessments, such as multiple-choice tests, are fundamentally misaligned with the goals of CBE. The same Al
technologies that enable personalized pedagogy also provide the means to create authentic, scalable, performance-
based assessments that can resolve this historical disconnect. This section proposes a formal, multi-stage pipeline for
this new mode of evaluation.

5.1 The Situated Performance-Based Assessment Pipeline

This pipeline outlines a systematic process for transforming the rich data generated during complex, interactive
learning experiences into valid and reliable evidence of competency. It is grounded in the principles of “stealth
assessment,” where assessment is seamlessly embedded within the learning activity itself, reducing test anxiety and
capturing a more authentic picture of student capabilities.””]

The first stage is Event Log & Trace Data Capture. The process begins within an intelligent, situational learning
environment, such as a scientific simulation, a historical role-playing game, or a complex design challenge.[l] As the
learner engages with the task, the system captures a high-fidelity stream of interaction data in log files. This includes
every action, decision, tool used, and communication sent, creating a detailed record of the learner’s problem-solving
process.[27]

The second stage, Process Indicator Extraction, addresses the fact that raw log data is information-rich but seman-
tically poor. In this stage, Al algorithms analyze the event stream to extract meaningful, evidence-based process
indicators. These are observable behaviors that serve as proxies for the unobservable cognitive competencies being
assessed.[#>] Examples include identifying a problem-solving strategy, measuring persistence, detecting creativity,
and calculating efficiency.

In the third stage, Structured Rubric Application, the extracted process indicators, along with the final outcome of
the task, are used to automatically score a predefined, structured rubric. This rubric translates qualitative behaviors
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into quantitative or categorical judgments of proficiency. An example rubric fragment for the competency “Adaptive
Problem-Solving” is provided in the table below.

Table 2: Example Rubric Fragment for “Adaptive Problem-Solving”

Level

Descriptor

Observable Indicators (from Trace Data)

1 (Novice)

2 (Developing)

3 (Proficient)

4 (Exemplary)

Persists with a single, ineffective strategy despite
repeated failure.

Acknowledges failure and attempts a differ-
ent strategy, but the new strategy is not well-
chosen.

Systematically analyzes failure and selects an ap-
propriate alternative strategy.

Not only adapts strategy but also re-frames the
problem, leading to a more elegant or efficient
solution.

Repeated sequences of identical failed actions;
high frequency of “bottom-out” hint usage.

A clear shift in action patterns after >3 failures;
new strategy is random or inefficient.

Low error-correction latency; new strategy di-
rectly addresses the cause of the previous failure.

Use of advanced or non-obvious tool combina-
tions; solution path is significantly shorter than

the standard path.

The fourth stage is Human-AI Co-Assessment and Calibration. While Al can handle the scoring of well-defined
indicators at scale, human judgment remains essential for evaluating nuance, creativity, and complex reasoning, as
[46] A human-Al co-assessment model optimizes the use of teacher time and expertise.
The Al provides an initial score and a confidence rating for all student submissions, then flags a subset for human
review based on several priority rules: a high-stakes priority for all summative assessments, an uncertainty priority
for submissions where the AI’s confidence is low, an anomaly priority for statistical outliers, and a calibration priority
using a random sample to monitor the AI’s performance.

well as for ensuring fairness.

The fifth and final stage is Bias Audit and Explainability Report, which focuses on accountability and transparency.
The system generates regular reports that include inter-rater reliability metrics between the Al and human graders.
Crucially, it performs systematic bias audits by disaggregating the AI’s scoring accuracy and error rates across differ-
ent demographic subgroups of students. This allows the institution to proactively identify and mitigate algorithmic
bias, ensuring that the assessment system is fair and equitable for all learners.l] The system should also provide an
explainability report for any given score, linking the rubric level back to the specific process indicators and event log
data that generated it.

6 Systemic Governance and Technical Interoperability

The successful implementation of the proposed model is contingent not only on pedagogical and technological inno-
vation but also on the establishment of robust frameworks for governance and technical interoperability. A piecemeal
adoption of Al tools without systemic oversight risks amplifying inequity, compromising student privacy, and creat-
ing a fragmented, ineffective digital ecosystem.['] This section presents an integrated framework for managing these
challenges, mapping implementation strategies to established international standards. To synthesize the relationship
between the challenges of CBE, the opportunities presented by Al, and the necessity of governance, Figure 2 presents
a three-dimensional matrix. This model provides a comprehensive overview for institutional leaders, illustrating how
specific Al affordances can address known CBE implementation barriers, but only when coupled with appropriate
governance controls.

Description of Figure 2) Figure 2: A Three-Dimensional Matrix of CBE Barriers, Al Affordances, and Governance
P g g
Controls

This figure would be a multi-layered table or a conceptual 3D cube. Rows (CBE Implementation Barriers): This axis lists
the primary challenges to scaling CBE, drawn from implementation research!” Examples include: (1) High teacher workload
for personalization, (2) Difficulty in continuous progress tracking, (3) Lack of differentiated learning resources, (4) Challenges
in scalable, authentic assessment. Columns (Al Affordances): This axis lists the corresponding Al capabilities that address
each barrier. For example: (1) Al-driven adaptive learning pathways, (2) Automated student modeling and dashboards, (3)
Al-powered content curation and generation, (4) The Situated Performance-Based Assessment Pipeline. Depth (Governance
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& Control Layers): This axis lists the essential governance mechanisms required to manage the risks introduced by each AI
affordance. For example: (1) For adaptive pathways: Algorithmic transparency and bias audits. (2) For student modeling: Data
privacy policies (FERPA/GDPR) and security protocols. (3) For content generation: Policies on academic integrity and critical
Al literacy training. (4) For Al-based assessment: Human-in-the-loop (HITL) review protocols and validation studies.

6.1 A Modular Governance Framework (Compliance Mapping)

To move from concept to practice, institutions need an actionable governance framework. The proposed modu-
lar structure maps key areas of responsibility to established international standards, providing a clear path toward
responsible implementation.

The Policy Layer (Data & Rights) concerns the protection of student data and rights. All practices must be mapped
to the requirements of relevant legal frameworks such as the Family Educational Rights and Privacy Act (FERPA)
in the US and the General Data Protection Regulation (GDPR) in Europe. Core actions include implementing
principles of data minimization (collecting only necessary data), purpose limitation (using data only for specified
educational purposes), and establishing clear consent protocols for students and parents.[ﬂ

The Professional Development (PD) Layer (People & Pedagogy) focuses on equipping educators with the necessary
skills to operate effectively and ethically in an Al-rich environment. Professional development programs should
be aligned with the UNESCO AI Competency Framework for Teachers, which outlines the knowledge, skills,
and values teachers need.*] Core actions include training on data literacy (how to interpret dashboards and make
sound pedagogical judgments), ethical Al use (understanding potential biases and limitations), and new pedagogical
strategies like orchestrating a distributed cognitive classroom.

The Infrastructure Layer (Technology & Risk) addresses the management of the Al systems themselves. The design,
deployment, and evaluation of Al tools should be governed by the NIST Al Risk Management Framework (Al RMF),
which provides a structured process to govern, map, measure, and manage Al risks.*”] For organizations seeking
formal certification, establishing an Al Management System (AIMS) compliant with ISO/IEC 42001 is the goal. Core
actions under this layer include conducting regular bias audits, establishing clear HITL workflows for high-stakes
decisions, and implementing rigorous vendor assessment protocols to ensure third-party tools meet institutional
standards.[*]

The Evaluation Layer (Efficacy & Equity) ensures a continuous cycle of review and improvement. The institution
must establish processes for the independent and ongoing evaluation of its Al systems. Core actions include con-
ducting A/B tests to assess the pedagogical efficacy of algorithmic changes and generating regular reports on system
performance disaggregated by student subgroups to monitor for and address any emergent equity gaps.

6.2 Beyond LTI: The Need for Pedagogical Interoperability

The distributed, multi-tool ecosystem envisioned in this paper requires a new level of technical interoperability.
Current standards like Learning Tools Interoperability (LTI) and OneRoster are essential for administrative inter-
operability—they allow different systems to exchange basic data like class rosters and final grades.>'! However, they
are insufficient for the deep pedagogical integration required by our model. They lack the vocabulary and structure
to share the rich, dynamic state of a student’s competency map, their learning process data, or their affective state.[52]
Without a shared pedagogical language, the digital learning environment remains a collection of disconnected silos.

To address this, we propose the development of a Shared Student Model as a new interoperability protocol. This
protocol would define a standard, machine-readable format for representing and exchanging a student’s evolving
competency profile. This model would serve as the “lingua franca” that allows a diverse suite of AI tools—an ITS
for math, a writing feedback agent, a science simulation—to both contribute to and draw from a single, coherent,
and portable understanding of the learner. To make this proposal concrete, Table 2 outlines a minimal viable set
of data fields for such a model. This draft specification draws on the strengths of existing 1EdTech (now 1EdTech)
standards: it uses the Competencies and Academic Standards Exchange (CASE) standard for uniquely identifying
competencies and the Caliper Analytics standard for linking to the underlying evidence streams.[54]

7 Discussion and Boundary Conditions

The integrated framework proposed in this paper—encompassing a testable mechanism model, a re-architected ped-
agogy, a performance-based assessment pipeline, and a multi-layered governance structure—offers a comprehensive
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Table 3: Data Field Specifications for a Shared Student Model

Field Name Data Type Description Rationale / Standard Link
competency_id URN/GUID A globally unique identifier ~Aligns with 1EdTech CASE
for the competency node. for referencing a specific
standard in a published

framework.
mastery_level Integer/Enum The student’s current esti- The core state variable for

confidence_score

latest_evidence_event

evidence_stream_url

affective_motive_signal

last_updated_timestamp

Float (0.0-1.0)

URN/GUID

URL

Enum

ISO 8601 DateTime

mated proficiency level on a

defined scale (e.g., 1-4).

The  system’s
tic confidence in
mastery_level estimate.

probabilis-
the

The unique identifier of the
most recent learning event
that updated the model’s

state.

Alink to the endpoint for the
full stream of Caliper events
associated with this compe-
tency.

An optional field for signals
related to engagement, frus-
tration, or motivation (e.g.,

’Engaged’, *Struggling’).

The timestamp of the last
update to this competency
node.

CBE progression.

Essential for human-Al co-
assessment and identifying
areas of uncertainty.

Provides traceability and
links to the 1EdTech Caliper
event that served as evi-
dence.

Enables deep-dive analysis
and auditing of the evidence
base for a given competency
claim.

Allows systems to adapt not
just to cognitive state but also
to affective state, supporting
SRL.

Critical for synchronization
and understanding the re-
cency of the evidence.

roadmap for realizing the potential of Al-scaled Competency-Based Education. However, the successtul application
of this framework is not universal; it is subject to a set of critical boundary conditions and limitations that must be
carefully considered by researchers, policymakers, and practitioners.

7.1 Boundary Conditions of the Model

The efficacy and feasibility of this model are contingent upon several contextual factors.
The model’s efhicacy is contingent on disciplinary differences. It is most readily applicable in well-structured domains

such as mathematics, computer science, and certain areas of the natural sciences. In these fields, competencies can
often be decomposed into hierarchical knowledge components and procedural skills that are amenable to automated
assessment and adaptive sequencing. The model faces greater challenges in ill-structured domains like the humanities,
social sciences, and the arts. In these areas, competencies such as “historical interpretation,” “ethical reasoning,”
or “aesthetic judgment” are less decomposable and their assessment is inherently more interpretive and context-
dependent. Implementing the model in such domains would require a significantly greater reliance on the human-
Al co-assessment stage, with the AT’s role shifting from automated scoring to primarily organizing evidence and
highlighting key passages for human evaluation.

A second condition is the teacher data literacy threshold. The Teacher Orchestration Pathway is the lynchpin that
connects the Al’s analytical power to meaningful classroom practice. However, its effectiveness is entirely depen-
dent on the teacher’s ability to interpret the data presented on analytics dashboards and translate those insights into
sound pedagogical decisions. This implies a necessary threshold of teacher data literacy. Below this threshold, dash-
boards risk becoming a source of confusion or may be ignored, rendering the orchestration pathway inert. This has
profound implications for professional development, which must evolve beyond simple “tool training” to cultivate a
deeper capacity for data-informed pedagogical reasoning, ethical reflection on algorithmic recommendations, and
the systemic thinking required to manage a distributed cognitive classroom.
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Finally, the model is constrained by infrastructural and economic barriers. The implementation of this model pre-
supposes a robust technological infrastructure, including reliable high-speed internet access, adequate computing
devices for all students, and the institutional capacity to procure, integrate, and maintain sophisticated Al systems.m
This raises significant equity concerns. Without deliberate and substantial public investment to ensure this infras-
tructure is available to all schools, not just the most affluent, the adoption of such advanced models could dramatically
widen the existing digital divide, creating a new chasm between students who benefit from Al-scaled CBE and those
who remain in traditional systems.m] The economic costs of both the technology and the requisite comprehensive
professional development represent a major barrier that must be addressed at the policy level.

7.2 Limitations and Future Directions

This paper presents a theoretical model and an implementation framework. While grounded in extensive empirical
literature on its component parts (e.g., ITS, SRL, learning analytics), the integrated model itself requires compre-
hensive empirical validation. The testable propositions offered in Section 3 provide a starting point for this work, but
the complex, systemic nature of the framework calls for a multi-faceted research agenda. Longitudinal, design-based
research studies are needed to understand how these components interact in authentic classroom settings over time.
Furthermore, this paper has focused primarily on the cognitive and pedagogical dimensions of learning. Future work
should more deeply integrate the socio-emotional aspects, exploring how the human-Al collaborative model can be
optimized to foster not only competency but also student well-being, sense of belonging, and interpersonal skills.
Finally, the proposal for a “Shared Student Model” is conceptual; its translation into a robust, secure, and widely
adopted technical standard will require a significant collaborative effort among researchers, standards bodies like
1EdTech, and technology developers.

8 Conclusion and Future Research

This paper has articulated a comprehensive framework for the systemic integration of Artificial Intelligence into a
Competency-Based Education paradigm. By moving beyond a descriptive account of Al as a tool, it has proposed a
testable mechanism model that specifies how Al can resolve the historical scalability challenges of CBE. The frame-
work’s core contributions lie in its conceptual rigor, its formalization of a human-AlI collaborative pedagogy through
the lens of distributed cognition, and its operationalization of key design principles like the Adaptive-Autonomy
Curve and the Situated Performance-Based Assessment Pipeline. Crucially, it embeds these innovations within a
robust structure for governance and technical interoperability, providing a pragmatic roadmap for responsible im-
plementation.

The synthesis of pedagogical theory, cognitive science, and technical standards presented here offers a new lens
through which to view the future of Al in education. The ultimate goal is not the automation of teaching but the
augmentation of the entire educational ecosystem, creating a system where technology manages complexity at scale,
freeing human educators to focus on the uniquely human dimensions of learning. This vision shifts the focus from
teaching with Al to designing learning environments that cultivate the competencies needed to thrive in the age of
Al

To transform this theoretical framework into evidence-based practice, a concerted and rigorous research agenda
is required. The propositions (H1-H6) advanced in this paper provide a direct path for this empirical work. The
following outlines a concrete agenda for future research.

Regarding experimental and quasi-experimental designs, the causal claims embedded in the propositions should be
tested through controlled studies. For instance, to test H1 (Diagnosis — Mastery Rate) and H2 (Orchestration x
Teacher Literacy — Intervention Effect), a cluster-randomized trial could be conducted. Schools could be randomly
assigned to one of three conditions: (1) a traditional curriculum, (2) a CBE curriculum with an Al platform providing
only the diagnostic and adaptive supply pathways for students, and (3) the full model, including the teacher orches-
tration dashboard. Student outcomes would be measured by mastery rate and learning gains, while teacher data
literacy would be measured as a potential moderating variable. To test H4 (SRL — Adaptive-Autonomy Curve), a
within-subjects or between-subjects experiment could compare two versions of an adaptive learning system: one that
is purely adaptive versus one that implements the Adaptive-Autonomy Curve. Dependent variables would include
not only performance on the learning tasks but also validated SRL measures (e.g., questionnaires like the MSLQ) and
behavioral trace data proxies for SRL.
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In the area of design-based research and validation studies, the novel constructs proposed require iterative develop-
ment and validation in authentic contexts. The Situated Performance-Based Assessment Pipeline (H5) should be
developed through a design-based research methodology. Researchers would partner with educators to co-design
and refine the pipeline within a specific course, iteratively improving the process indicators, rubrics, and human-AI
co-assessment workflow while collecting validity evidence by correlating the pipeline’s outputs with external mea-
sures of student performance and transfer. Similarly, the Shared Student Model (H3) requires a multi-institutional
pilot study. A consortium of institutions and technology vendors could collaborate to implement a prototype of the
standard, tracking student data as they move between different interoperable tools. The primary outcome would be
the correlation between the consistency of the student model across platforms and performance on capstone projects
that require the transfer of skills learned in different tools.

Finally, the development of a common metric and indicator set is crucial as the field currently lacks standardized, vali-
dated metrics for many of the key processes described in this paper. A critical line of future work is the development
of a shared repository of operationalized metrics derived from trace data. This would include defining and validat-
ing measures for constructs such as “mastery velocity” (the rate of change in a student’s competency model), “error
remediation efficiency” (the time and number of attempts required to correct a misconception after feedback), and
a suite of “SRL-in-action” indicators. The creation of such a shared set of metrics would be invaluable for enabling
cumulative, comparable, and replicable research across the field, accelerating our collective understanding of how to
design truly effective and equitable human-AlI orchestrated classrooms.
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